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Opis vyuZitia teoretického prispevku alebo novych poznatkov na pracovisku

Clanok Cooperation berween Trust and Routing Mechanisms for Relay Node Selection in Hybrid
MANET-DIN, publikovany v Casopise, ktory je indexovany v databaze Current Content (Impact
Factor 0,949): Mobile Information Systems, vydavany vydavatel'stvom Hindawi (ISSN: 1574-017X),
pojednava o novom bezpeénom spbsobe komunikédcie medzi mobilnymi uzlami s vyuzitim hybridnej
MANET — DTN siete. Je to siet’, ktora kombinuje mobilni ad-hoc siet’ a siet’ s prileZitostnou
komunikaciou. Tieto siete nachddzaji Siroké uplatnenie nielen pre armadne aplikécie, ale aj v realnom
Zivote. KIi¢ovym faktorom rozvoja MANET, DTN ako aj hybridnej MANET — DTN siete bolo
nestastie vo FukuSime.

Hlavnd nevyhoda MANET sieti spoCiva v predpoklade, Ze existuje end-to-end spojenie medzi
mobilnymi termindlmi, to znamen4 Ze existuje minimalne jedna komunikagna cesta medzi zdrojovym
a ciefovym uzlom. Ak neexistuje dané spojenie, MANET siet’ neumoZni komunikaciu. Na druhej
strane DTN siete umoziuji prenos dat aj v pripade, Ze neexistuje dané end-to-end spojenie. Tato siet’
vyuZiva na prenos dat model store-carry-forward. Tento prenos je viak charakterizovany ako prenos
s velkym oneskorenim.

Hybridné MANET — DTN siete umoziiuji uskutotnenie prenosu dat v pripade rozdelenia MANET
siete do skupin uzlov. Uzly v skupindch mézu medzi sebou komunikovat, no na prenos dat medzi
Jednotlivymi skupinami sa vyuzivaji vybrané uzly (relay nodes), ktoré si schopné prenosu dat medzi
tymito skupinami uzlov prostrednictvom modelu store-carry-forward. Klicovym faktorom je
bezpecnost. V prispevku je doraz kladeny na bezpeénost’ pri vybere uzlov tak, aby sa maximalizovala

.....

medzi jednotlivymi mobilnymi uzlami.
V danom prispevku je navrhnutych niekolko inovativnych algoritmov:

1. Algoritmy vyberu uzlov uéenych na prenos dat — boli navrhnuté dva algoritmy vyberu uzlov
na prenos dat. Prvy algoritmus je zaloZzeny na baze monitorovania komunikacie (riadiacej ako
aj datovej komunikécie). Druhy algoritmus je na bize histérie kontaktov, kde sa na zaklade

pocCetnosti stretnuti vyberajii mobilné uzly na prenos dat. Oba tieto algoritmy integruj(i do
svojej Cinnosti aj mechanizmus poskytnutia bezpecnosti, ktord je prezentovana hodnotou
dovery.

2. BezpeCnost' pri vybere sdérazom na déveru — do danych algoritmov je aplikovany
bezpetnostny mechanizmus, ktory je reprezentovany algoritmom priameho vypodtu dovery

pre dané komunikaéné uzly.

3. Prenos dat v pripade rozpojenych spojeni - navrhnuty algoritmus poskytuje moZnosti prenosu
dat aj v pripade, kedy dané siete nie si schopné vytvorit’ komunikaéné spojenie.

4. Integracia do prostredia simuldtora OPNET modeler — bol vytvoreny prvy model hybridnej
MANET — DTN siete v danom simulaénom prostredi.

Z pohPadu pracoviska st ziskané vysledky publikované v prispevku vyznamné znasledovnych
hl'adisk:

1. Prdca na medzindrodnych projektoch, _ktoré sa_ zaoberajii problematikou mobilnej
komunikdcie v _krizovych_situdcidch — v suCasnosti danl problematiku riesi predkladatel
v ramei 2 medzindrodnych projektov COST. Ide o projekt Resilient communication services
protecting end-user applications from disaster-based failures (RECODIS) - COST CAI5127,
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v ktorom Ing. Papaj reprezentuje Slovenski republiku ako ¢len riadiaceho vyboru
(Management Committee) a projekt Jnclusive Radio Communication Networks for 5G and
beyond (IRACON) - COST CAI5104, v ktorom je zastupcom é&lenov riadiaceho vvyboru
(Management Committee) za Slovensku republiku. Oba projekty tzko nadvizuji na projekty
Cooperative Radio Communications for Green Smart Environments — COST IC1004 a
Intelligent information system supporting observation, searching and detection for security of
citizens in urban environment - INDECT FP7.

2. Rozvoj mobilnej komunikdcie v krizovych situdcidch — dana problematika umoziiuje rozvoj

novych aplikécii a sluzieb, ktoré umoZnuji prenos dat v krizovych situaciach.
3. Vedeckd avyskumnd cinnost — vyskum v oblasti hybridnych MANET — DTN sieti je
orientovany na najaktudlnejSie problémy. Taktiez je orientovany na bezpe&nost v danom type

sieti. Ziskane vysledky st publikované v uznavanych vedeckych ¢asopisoch a konferenciach.
4. Nové moznosti v procese vyucby — v ramcei vyucby predmetov (Mobilné komunikaéné systémy
a Sietové architektiry) buda Studentom prezentované nové typy sieti. Zaroveil sa im priblizia
aj najnovsie poznatky a najaktualnejsie trendy v dancj oblasti.
5. Moderné a progresivae témy bakaldrskych a diploniovych prdc — $tudenti budd pracovat’ na
modernych, aktudlnych a v praxi vyuZzitelnych zadaniach. ktoré budt integrovat’ problematiku

bezpecnosti do procesu prenosu dat v krizovych situdciach.
6. OPNET modeler - praca diplomantov na modernom simulaénom néstroji OPNET modeler, na
ktorom si budi mat’ moZnost’ nadobudnuté vedomosti aj prakticky overit'.
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‘Today’s mobile networks require integration of the different nelworks in order to transport data between mobile devices. The main
problems ol all networks occur il the communicalion paths are disconnected [or a short time. "The hybrid MANET-IYIN is an
evolution of the Mobile Ad Hoc Nelworks (MANET) and Delay/Disruption Tolerant Network (D'TN) and it gives the possibilities
of data transport between the disconnected islands of the nodes. The key problem is how to select reliable and secure nodes to
transporl messages between isolated islands with limited connectivity. The selection of the relay nodes is a critical factor because
the data are transported via these devices in hostile environments. Two algorithms for a relay node selection based on trust are
introduced. "These algorithms are activated il the connections are disrupted. ‘The selected relay nodes transporl data across the
disconnecled environment via slore-carry-forward mode. The proposed algorithms enable selecting reliable relay nodes based on
collecting routing information and contact history. We introduce the network performance analyses of these algorithms. '1he main
idea of the analyses is studying how the algorithms can affect the behaviour of the routing and forwarding mechanisms in the

simulator OPNET modeler.

1. Introduction

A new concept of the hybrid MANET-DTN enables a
progressive and robust communication between mobile ter-
minals in the hostile and disconnected environment. 'This
network enables integration of the Mobile Ad Hoc Network
(MANET) for situations when mobile nodes can communi-
cate with each other via wireless links and Delay/Disruption
Tolerant Network (DTN) in the case when the commu-
nication paths never exist or the signal between mobile
terminals is weak. This network integrates the benefits of
the MANET routing algorithm for transmitting the data and
DTN forwarding technique in order to obtain transportation
path between a source and destination terminals.

The Mobile Ad Hoc Network (MANET) is characterized
by multihop communication between mobile nodes by wire-
less links [1]. There are also no infrastructures and routing
paths are established by routing algorithms (Figure 1). The
traditional routing algorithms and protocols are based on

routing schemes, which can find a path for a given node pair
according to various metrics, and data packets are transmit-
ted from one intermediate relay node to the next specified
relay based on physical condition of wireless channels [2].
The routing algorithm relies on the assumption that the
network graph is fully connected and fails to route messages
if there is no complete route from source to destination at
the time of sending [3]. The key mechanism is the routing
protocol that allows finding a path for a given node pair
(source and destination node) according to various metrics.
‘Ihe routing protocols and algorithms can be classified into
three categories: reactive, proactive, and hybrid [1, 2, 4].

The Delay/Disruption Tolerant Networks (DTN) have
been developed for intermittent communication between
mobile terminals. The main feature of these networks is
high propagation delays when transferring data between
different terminals. DTN provides high bit error rates and
the long-term disconnections experienced in such environ-
ments. DTN is proposed and designed to operate in hostile
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environments. DTN is characterized by very long delay
paths and frequent network partitions [5-7]. DTN consists
ot human-carried mobile devices (smartphones, PDA, etc.)
that communicate with each other without mobile or fixed
infrastructure. DTN forwarding algorithms allow sending
messages via the broadcast nature and spatial diversity of the
wireless medium. Forwarding algerithms use the store-carry-
forward model and are based on stochastic approach.

Security is a key field for all types of network, not
only in MANET, DTN, or hybrid MANET-DTN [8, 9].
In MANET, the security mechanisms are based on the
assumption that there are connections between a source
and target nodes (end-to-end connections) [2]. In DTN, we
require the security solutions, which provide security for all
nodes, all services, and application that participate in routing
and transmitting process. Based on a sporadic connectivity
of nodes, it is necessary to provide secure delivery of the
messages from the source node to the destination node. The
hybrid MANET-DTN integrates security issucs from both
types of networks and provides more challenges to solve
security problems.

L1 Relay Node Selection and Main Motivation in Hybrid
MANET-DTN. In order to provide the effective communi-
cation between isolated islands of mobile nodes or between
disconnected mobile nodes, it is necessary to consider dif-
ferent aspects such as disconnections, mobility, partitions,
environment, and norms instead of the exceptions. The
mobility in DTN is used to provide efficient communication

between unconnected groups of nodes (isolated islands). The
mobile nodes forward data and also store data in the cache
for a long time. This model is called store-carry-forward [2].

The selection of forwarding relay node is the first key
issue. ‘There are few works which deal with the selection of
the relay nodes. The first access is based on the number of
transitions (Expected Transmission Count (ETX), Expected
Any-Path Transmission (EAX)) which accounts for the
specific characteristics of the opportunistic paradigm [10].
Other algorithms are based on a link-state algorithm for the
unconstrained selection based on the Dijkstra algorithm {11].
Most methods are based on generalizing the Bellman-Ford
algorithm and they prove its optimality [12, 13].

The hybrid MANET-DTN also requires the cooperation
between mobile terminals in order to make a selection of
the rclay nodes. Relay nodes are nodes that have a higher
probability of connecting with other nodes or allowing the
transmission of the messages by wireless environment. Selec-
tion of the relay nodes is made opportunistically based on an
actual network environment. There is very little research on
the relay node selection for hybrid MANET-DTN due to the
many additional challenges that they face in comparison with
traditional MANET or DTN.

In this paper, the novel trust based relay node selec-
tion algorithms are introduced. These mechanisms enable
selection of the secure mobile node used for transportation
of the data across the disconnecled environment. Selected
relay nodes provide the secure mobile node selected to
transport the data. If the mobile node finds a connection
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the DTN forwarding mechanism is activated. The proposed
mechanisms also provide wide challenges for new services
not only for emergency situations.

L2. Trust in Hybrid MANET-DTN. The term trust can be
reflected by reliability, utilization, availability, reputation,
risk, confidence, quality of services, and other concepts
[4]. Trust is targeting various scientific disciplines, such as
sociology, economics, management, and informatics. In each
of these sectors, the trust is defined differently for a specific
type of use or focus in that area. For example, in sociology
trust is represented as a relationship in nature [14, 15], but in
psychology it is trust in a meaning of a personal attribute view.
When we apply trust to MANET or even to newer hybrid
MANET-DTN we can classify trust into the following four
categories [16]:

(i) Trust as a risk factor: The definition says that if
an individual node decides to send data through
ambiguous path favourable and unfavourable state
may occur. This condition depends on future actions
of the recipient. The parameter trust can be used as a
prediction of the future behaviour of other nodes.

(i) Trust as a belief: Trust is understood as an individual
faith in the behaviour of nodes based on their previ-
ous actions and decisions.

(iii) Trust relationship with transitivity: Trust is a weighted
binary relationship between two nodes in the net-
work. As an example here we can mention hierarchi-
cally constructed network, where node A, which is
higher in the hierarchy, may decide to send data to
node B, which is lower in the hierarchy, whether it is
trusted or untrusted.

(iv) Confidentiality as a subjective probability: Trust is the
probability level determined on the basis of subjective
decision-making, where a node determines the value
of the likelihood with which monitored node takes
certain action at a certain time and in a specified
context,

We can summarize these definitions as a trust for a
particular node in the network is a subjective assessment of
the agent or other nodes on the reliability and accuracy of
received and sent information through this node in a given
context. Trust reflects a belief or expectations [or reliability,
availability, integrity, and quality of service of target node
from the perspective of future activity and behaviour of that
node,

We determine the metric based on various input param-
eters and based on this metric we are able to determine the
value of trust. The metric can be classified into three basic
categories [14]:

(i) Scale model: In this sense trust is computed with
discrete confidentiality or continuous values to some
extent and a predetermined threshold is used for
comparison and evaluation.

(ii) Facets model: The model is defined as certainty (con-
fidence) and confidentiality to the same extent as
{0, 1) and together they represent credibility (trust-
worthiness). This trustworthiness can be shown as
the shortest distance from the start to the point with
coordinates (confldentiality, integrity) in 2D space.
Metrics may also be composed of several values; for
example, b + d + u = 1, where b is the belief,
d is disbelief, and u is uncertainty. Trust is then
represented in this space.

(ili) Fuzzy model: Some approaches use probability as a
metric for determining confidentiality. Bayes statistics
are used as a parameter entering into the calculation
of this probability. Another parameter can be, for
example, a number of received packets, a number of
failed packets, and a number of interactions.

In general, trust is a relative term and it is possible to
assign to it different values based on a specific proposal for its
computation. For example, the trust can be assigned values
of the interval (-1, 1), where -1 represents the complete
untrusted +1 opposile.

In hybrid MANET-DTN, the key aspect is how these trust
concepts can be applied to modeling trust [4, 15, 17-19]. Trust
for a particular node in the network is a subjective assessment
of the agent or other nodes on the reliability and accuracy of
received and sent information through this node in a given
context [15]. In this work, we are focused on direct trust
calculation (see Figure 2).

2. Novel Relay Node Selection Algorithms in
Hybrid MANET-DTN

The main idea of the algorithms is providing relevant and
innovative information, which will be used for selecting of
the trusted relay nodes. These nodes will be used for trans-
portation of the data messages between isolated terminals or
isolated islands of the mobile terminals. Algorithms integrate
monitoring of the networks for collecting of the data used for
trust computing. The main ideas for all models are displayed
in Figure 3.

Proposed models are based on the direct model for the
trust computation. Models are also based on the assumption
that each node in the network receives information about
other nodes. The collected data are stored in each node and
later used in the calculation of the preliminary and final
values of trust, which are used for selection of the relay nodes.
‘The proposed algorithm is working on the network layer of
the MANET layer model and is designed for collecting of
the routing and data node information throughout the entire
operations specified for the routing.

2.1. Designed Relay Node Selection Algorithms in Hybrid
MANET-DTN. As we mentioned before, the first algorithm
enables monitoring of the routing process in the MANET and
DTN environment. Figure 4 shows the main idea and the flow
diagram of the proposed algorithm for calculation of trust



Direct trust establishment

(1) Direct interaction between mobile nodes
(2) Trust calculation based on
the monitored parameters

Mobile Information Systems

Undirect trust establishment

Lo

Ul U2
(2)
(1) Recommendation from a neighboring node U3

(2) Trust calculation based on
the recommendation from node U3

Hybrid trust establishment

(3)

(1) Recommendation from a neighboring node U3
(2) Direct interaction between nodes

(3) Trust calculation based on the
recommendations and collected parameters

Figure 2: Three basic models for trust computation used for hybrid MANET-DTN.

and selection of the relay nodes. The algorithm can be divided
into two main phases [4]:

(i) Phase of obtaining and storing information.

(ii) Phase of trust computing.

These phases are carried out whenever the packet is
received by the node. It is for this reason that the final
value of the trust is always up to date and it makes changes
dynamically, as well as changing the network topology, which
is related to the mobility of nodes. The final value of the trust
reflects the current state of the parameters obtained from the
network [4].

2.1.1 Phase of Obtaining and Storing Information. The algo-
rithm for the trust calculation is triggered whenever a
change occurs in the obtained parameters. The routing packet
coming from the lower layer (physical and data link layer) is
encapsulated and the network layer is an IP packet containing
different information [4].

The one such important piece of information is collected
from the routing packets (DSR reactive routing protocol).
This information tells what kind of packet goes. In the
proposed algorithm, the incoming packets are used as param-
eters which enter into the final calculation of trust and the
following parameters are used for calculation: a total number
of route request packets received at node, a total number
of route reply packets received at node, a total number of
route error packets received at node, a total number of
route acknowledgement packets received at the node, a total
number of data packets received at node, a number of route
requests received from each node, a number of route replies
received from each node, a number of path errors received

from each node, number of route replies received from each
node, and number of data packets received from each node.

The data from this phase are stored in the data structure
in memory on each node separately. Each node stores
information about nodes with whom it came in contact. The
algorithms also exchange routing information or data traffic
between each other. Each node in the network is independent
and has the possibility of calculating the final value of trust
to the other node. Information is stored in a format which
has the form of a table and is available during the time
when the node is part of the network. After this time, the
values will be set up to the minimum that means they will
be marked as untrusted. This structure is dynamic and its
size can vary based on the number of nodes with which node
communicates [4].

Figure 5 illustrates the phase of obtaining and saving
parameters and we can sec four communicating nodes 1D_1,
ID_2, 11>.3, and 1D 4. In this scenario, node ID_1 sends a
packet type route request to node ID_4 and node ID 2 sends
a route error packet to node ID_3. From a node ID_4 point of
view, node updates the parameter table and stores new values
into the structure. That structure is dynamic in size because
it is not known in advance how many nodes in the network
can be located and how many nodes can communicate with
this node [4].

2.1.2. Phase of Trust Parameter Computing Trust. After re-
trieving and updating the parameters in the table of parame-
ters for each node, it is necessary to calculate and update the
value of trust. At this stage, the value of the trust is calculated
from the obtained parameters. Computing of trust is based on
the direct model for the calculation of trust. This means that
the resulting value was not sent further to other nodes as a
recommendation and it serves locally on that node and helps
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FIGURE 3: The main idea of the new algorithms for the relay nodes
selection in hybrid MANET-DTN.

the node to decide during relay node selection. In our case,
the calculated value of thrust will be used as a one parameter
for the selection of the relay node or nodes in a situation
where there is a disconnection in the network and the node
will not have a backup path to the destination node (Figure 6).
The actual calculation of trust can be divided into two parts

[4]:

(i) Trust calculation from routing information T.: it gives
information about how the trust will be affected by
the routing activities on the given node.

(ii) Trust calculation from data packets T)y: it gives infor-
mation about how the data transmission (without
routing packets) can affect the trust on the given node.

From these two subcalculations we get the final value of
trust 7, which is registered and stored in each node data

structure. Analyses of individual fragment values are given

n
RR..'Q RR_[:D
T, = Wapsq * (R + Wyrep * (R ' )
REQT REPT

R
RERR
+ Wygg * ( R ) + Wiacx
RERRT

( RR ACK )
* = 3
Rpackr

D
Ty=Wy= (a‘)

where T, and T; are mentioned partial trust values computed
from routing and data traffic on given node, The values T, T,
and T will be updated after the packets will be received. If a
new mobile node will be in a network, the algorithm assigns
the node as a node with the minimum value of trust and,
from this time, the values of the trust will be computed and
updated.

Furthermore Wrzaa, Wrares Wrerrs Wracxe and W, are
constants, which define a weight of trust value, and that
resulting value will be in the selected range. Constants can be
changed based on the types of attacks and on the basis of what
we want to balance with the individual parameters entering
into the calculation of trust. The values in the numerator of
the equation represent the number of packets of each type
from specific nodes in the network. Values Ryppgy.» Rrreprs
Rpzrers Rpacir and D, represent the total number of packets
from all nodes received on the given node and Rypypr Rpzy ps
Rgrpas Rracx, and D are the values of the specific packets
received from a given node. The value representing final value
of trust T is shown in

T=T,+Ty @

where T, and T values are partial trust mentioned above.
‘The nodes with higher value of these parameters are selected
as a secure relay node for transportation messages between
isolated islands (see Figure 1).

2.2. Enhancement of the Algorithm for Selection of the Relay
Node in Hybrid MANET-DTN. The main idea of this algo-
rithm is also displayed in Figures 3 and 7. It is an extension
of the previous model (see Section 2.1). The values of trust
computed from formula (2) are stored in memory and they
are available for selection of the trusted nodes for the case
that newly computed values of trust are inadequate.

The extension and enhancement are based on using of
the parameter trust that is obtained from the history of
contacts. Specifically, the parameters number of transmissions
and length of transmission are used for selecting of the
relay node. Values of these parameters will be obtained
during direct communication with other mobile nodes. The
number of transfers will be evaluated {rom incoming and
oulgoing routing packets. The length of the transmission will
be evaluated only from the received packet and it will be
available during a time when a node is part of the network.
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FIGURE 4: The flowchart of the algorithm for hybrid MANET-DTN.

In this enhancement of the algorithm, the direct trust
computation is applied, too. It means that the trust is
calculated based on the parameters which itself acquired and
which relate to the neighbor nodes. The advantage of this
approach lies in the fact that the trust reflects the views

only for the actual node and it cannot be distorted by
malicious nodes. The disadvantage is the loss of a number
of values about the trust of the node, resulting in the loss of
objectivity in evaluating the trust. The modification relies on
the following steps:
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Node RREQ RREP RERR RACK DATA

ID Received Total Received Total Received Total Received Total Received Sent Trust
ID_1 128 + 1 234 87 147 + 1 12 25 82 548 + 1 2467 + | 1228 -(,816
1D _2 475 268 + 1 24 88 13 29+1 124 + 1 265 2674+ 1 4325 + | 0,426

Freure 5: Collecting of the routing data for trust computing in hybrid MANET-DTN,
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bouwtnode ID 2teID 1
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about node ID_X o 11)_4

. K
/ Node ID_2 trusts 1D_X

 trusts [D_2

111

Frcure 6: Promotion calculated value of the trust betvween nodes during computing of the trust in hybrid MANET-DTN.

(i) Phase of initialization and obtaining the values of
number of transmissions and length of transmission
for trust computing in hybrid MANET-DTN.

(ii) Phase of trust computing for a relay node selection.

2.2.1. Phases of Initialization and Obtaining the Values of

Number of Transmissions and Length of Transmission for Trust
Computing in Hybrid MANET-DTN. Initiglization phase
deals with establishing of the parameter table, where the
meeting records of nodes together with the values of monitor-
ing parameters as the value of the trust will be recorded. There

will be also the variables which will hold the value of cach
parameter involved in the calculation of the trust, namely,

(i) the identifier of the current node (AU),
(ii) the identifier of the previous node (PU),
(iif) the time of creation of the packet (CV),
(iv) the time of receipt of the packet (CP),

(v) the length of the current transmission DP (difference
between CP and CV),
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(vi) parameter number of transmissions between the i-
nodes (PP;),

(vii) length of transmission between ith nodes (DP;),

(viii) maximum number of transmissions with nodes
(MPP),

(ix) maximum transmission distance among all nodes
(MDP),

(x) the length of the current transmission DP (difference
between CP and CV),

(xi) parameter number of transmissions between the i-
nodes (PP,),

(xii) normalized number of transfers with the i-node
(NPP,),
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(xiii) standardized transmission distance of the i-node
(NDP;),

(xiv) weight for standardized number of transmissions
(W),

(xv) weight for standard length (W,),

(xvi) transfers and the value of confidentiality for the i-
node (T;).

The number of transmissions is obtained from incoming
and outgoing routing packets and it represents the number
and frequency of the meetings with other mobile nodes (see
Figure 7(a)). It is the most fundamental parameter history of
meetings and gives an approximate view of the relationship
between nodes. The value of this parameter depends on the
number of packets sent and received between two nodes. The
proposed algorithm enables determining routing aclivity in
the network; it means that node received or sent packets.
If there is no activity, the phase of initialization is activated
and algorithm waits for the routing transmission. If there
are detected routing activities, node identifier in the form of
an IP address is stored in the variable AU into the current
node; then the algorithm compares the current identifier
to distinguish whether it is a new transmission or only the
transmission of multiple packets to one goal. If this is a new
transfer, it updates the value of the number of transmissions
for the i-node based on the IP address. It also updates the
value of the total number of transmissions and the total
number of times of all nodes. Finally, the IP address as an
identifier of the previous node is inserted into the variable
for the previous node PU and the algorithm is terminated,
respectively, and enters the initial state.

At the same time, the length of the transmission is
activated (sec Figure 7(b)). This parameter is an cxtcnsion of
the parameter number of transmissions and gives a better
view of the history of contacts. The combination of these
parameters allows defining precisely the relationship between
two nodes and also the trust. If a packet is received, it is found
which node was the sender of the packet; then the variable
value CV puts the time when the packet was created. The
variable time of receipt CP is inserting time data when a
packet has been received. From the last two parameters DP
can be calculated as the difference between the received time
and time of creation of the packet. This value should be added
to a specific DP; value in the table of parameters. All DP,
values are compared in the nodes and a maximum value of
transmission MDP will be used as the highest value. Finally,
the algorithm will go into the initial state again or stop and
will wait for incoming packet transfer. After obtaining these
parameter values, an algorithm calculates the value of trust.
This value will reflect the view of one node to another, and
trust will be used to select a trusted relay node.

2.2.2. Phase of Trust Computing for a Relay Node Selection.
Based on collected values mentioned in Section 2.2.1, the
algorithm for trust computing is activated. The values of these
parameters are updated whenever the packets are received,
or sent (Figure 8); in this way, the trust value updates the
actual state of the network. Each mobile node has stored

information about number and length of transmissions.
These values are computed as

MPP = max ) PP,

(3)
MDP = max ) DP;,

where 7 is order of the node and n is number of the nodes, All
these values are normalized by the following formulas:

MPP,; = il

MPP

DP 2
MDP, = —-.

MDP

After normalization, the values will be in the range
betwecn O and 1. At the same time, each value of describing
a relationship or proportion of the total, respectively, is
maximum value. This ensures the relevance of each value
for each parameter will reflect the relationship between the
actual state history meetings. After this step, the process of
weighting is applied. The weights are given information about
the importance of this parameter and it is in the range (0, 1)
and the total sum of values is equal to L. The total values
of the trust for each mobile node are then computed by the
following formula:

T = Wp * NPP; + W, = NDP,, (5)
where
Wp + W, = 1. (6)

As we mentioned the given algorithm is an extension of
the algorithm described in Section 2.1. After computing of
the value trust, the values of T} will be compared with stored
values 1" collected during the first stage (Section 2.1) and
the trusted relay node is selected as a node with a maximal
number of trust values.

3. Simulations and Results

The main objective of simulations is to analyse how the
proposed algorithms can affect the behaviour of the network
in the sense of the network performance. As a simulation tool,
the OPNET modeler simulator [20] was used for testing of the
proposed mechanisms. OPNET provides a lot of useful tools
for analysing of the mobile networks and enables simulating
MANET with different routing protocol as well [1]. The
Dynamic Source Routing protocol was used for testing and
the collected values represent a reference value for analysing
of the behaviour of the MANET [1].

Moreover, we have implemented the PROPHET forward-
ing mechanism based on the history of past encounters
(Figure 9) [20]. This algorithm enables simulation of the DTN
in OPNET modeler. The implementation allows simulating
cases based on the bundle concept as epidemic forwarding
and the routing algorithm based on the history of past
encounters. PRoPHET is specifically intended to provide
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‘TaBLE 1: Simulation setup for OPNLET modeler.

Parameters Values
Simulation area 2000m x 2000 m
Simulation time 1000 s
Transmission range 250 m
Transmitted power ImW

Type of service CBR
Number of nodes 20, 40, 60, 80, 100
Speed of nodes 0-6 m/s
Mobility model Mobility model Default Random Waypoint
Nodes location Random
Pause lime 105
Simulation runs 100
Number of values per simulation 1000

Reference values of trust

Wanzg = 0.2 Wagep = 0.5, Waggr = 0.2, Wasex = 0.2, W, = 0.3, W, = 0.7
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FiGure 9: PROPHET forwarding model for DTN in OPNET mod-
eler.

routing services in a bundle network environment. It is
mentioned that the PROPHET is defined to run over reliable
TCP, the submessages are provided with sequence numbers,
and this, together with a capability for positive, would allow
PRoPHET to operate over an unreliable protocol such as UDP
or directly over IP [21, 22].

In order to check the functionality of the proposed
algorithms, the following simulation scenarios were used to
analyse the network performance of the proposed mecha-
nisms:

(i) MANET model (DSR);: MANET used standard DSR
protocol without the possibility of finding commu-
nication paths between mobile nodes if there are
disconnections.

(ii) MANET model with TRUST (DSR_TRUSTI): it is
MANET with DSR protocel. The possibility of finding

a secure relay node based on trust is implemented (see
Section 2.1).

(iii) MANET model with TRUST (DSR_TRUST2): it
is enhanced version of model DSR_TRUSTI (see
Section 2.2).

(iv) DTN model (DTN): it is extension of model DSR_
TRUST2 with the PRoPHET protocol. This model
enables finding a communication path via store-carry-
Jorward model if the communication links are discon-
nected during the transportation of the packets.

The simulation setup and parameters for the OPNET
modeler are summarized in Table 1. During simulations, the
average delay, average number of hops parameters, average
routing traffic sent, average routing traffic received, total
traffic load, average number of salvaged packets, average
number of route request (RREQ) packets, average number of
route reply (RREP) packets, average time for path discovery,
and average number of retransmissions are used for analysing
how the proposed algorithm can affect network behaviour.
The final values in graphs and tables are average values col-
lected from 100 simulation runs. Figure 10 shows simulation
scenario for 20 mobile nodes in OPNET modeler.

The average delay provides the average amount of the
time that is necessary for useful transmission of the packet
between source and destination nodes. The average number
of hops represents anumber of transmissions necessary to find
the end-to-end connection between a source and destination
mobile node. The average amounts of routing traffic sent and
received provide information about how many pieces of data
the routing protocol needs to send to the network until
the communication paths are found. The total traffic load
indicates how the network will be loaded with the routing
traffic if mobile nodes start sending data packet. Parameters
average amounts of route request (RREQ) and reply (RREP)
packets show the number of routing packets sent by routing
protocol DSR 1o neighbors mobile nodes during a process
of establishment of the communication paths. Time for path
discovery is the average time necessary for path selection.
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Figure 10: Example of the simulation scenario with randomly
placed mobile nodes in OPNET modelcr.

The average armounts of the salvaged packets give us infor-
mation about how many packets were salvaged by routing
protocol during routing or forwarding. The average amounts
of retransmissions show how many times are necessary for
resending the routing packet if the communication paths are
disconnected. The average amounts of the salvaged packets
give us information about how many packets were salvaged
by routing protocol during routing or forwarding.

3.1 Comparison of the MANET and DTN in Disconnected
Environment. In this section, we present the numerical
results, depicting the relation between DSR (MANET) and
DTN in a disconnected envircnment. We analyse how
the disconnection of the communication paths affects the
behaviour of the network. The simulations are focused on
the situations when communication paths are disconnected
for a short time interval while routing protocol cannot
establish an end-to-end connection. The results also show
why MANET cannot be used for delivering of the messages
in this environment. In these simulations, we simulate the
disconnection of the communication paths. The discon-
nection of the communication paths was simulated with
short transmission ranges on nodes and by using random
mobility model. The mobile nodes were moved randomly
across the network with randomly selected speed and the
DSR routing protocol cannot establish communication paths
between mobile terminals. For this reason, an average delay
and an average number of hops have been analysed. Collected
results show why integration between DSR (MANET) and
DTN routing mechanisms is necessary.

Figure 11 shows the average delay for DSR (MANET)
and DTN models with respect to the different number
and moving speed of mobile nodes. If the communication
paths were disconnected, the values were higher for DSR
(MANET) than for DTN. Based on the idea of DSR, the
routing mechanism sends the routing packets in order to
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Frcure 11: Average delay for DTN (MANET) and DTN in discon-
nected environment.
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Froure 12: Average number of the hops for MANET and DTN in
disconnected environment.

find communication paths and, on the other side in DTN,
the PRoPHET protocol unicast only the packet for the nodes
which are directly connected to the selected mobile node. We
can also see that delay for 60, 80, and 100 nodes is increased
for DTN. This situation is explained by the fact that the DTN
forward messages directly to selected relay node or nodes
that are randomly across the simulation area until they find
a suitable node to transport message. The node may not be a
node that is looking for the shortest path between the source
and the destination node. The values of average delay for DSR
(MANET) are almost 2 times higher than values for DTN.

The second analysed parameter is the average number
of hops. Model DSR provides the routing mechanisms if
the communication paths are disconnected that is resulting
in a significant number of hops for networks with the
highest number of the mobile nodes (Figure 12). In DTN, the
PRoPHET protocol enables finding destination node with the
lower number of hops based on the idea of the forwarding
mechanism. If the communication paths are disconnected for
a short time the DTN shows better results in comparison with
MANET (Figures 11 and 12).
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TasLt 2: Values of the average routing traffic send [kbit/s] for
diflerent number and speed of nodes.

13

TaBLE 3: Values of the average routing traffic received [kbit/s] for
different nuunber and speed of nodes.

Number Speed of nodes

Number Speed of nodes

N Model Model

of nodes 2m/s 4mfs 6 m/s of nodes 2m/s 4m/s 6 m/s
DSR 0.708 0.753 0.651 DSR 1.098 1.568 1.663

20 DSR_TRUST1 0.701 0.826 0.948 20 DSR_TRUST1 1.306 4.136 1.584
DSR_TRUST?2 0.712 0.823 0.922 DSR_TRUS12 1.300 4.001 1.509
DSR 1.040 2.003 1.185 DSR 2.067 3.086 2.,185

40 DSR_TRUST1 1.990 2.399 3.204 40 DSR_TRUSTI1 6.847 2.851 2.478
DSR_TRUST2 2.134 2.249 3.127 DSR_TRUST2 6.732 2.586 2.317
DSR 2.061 3.29% 2.440 DSR 4.999 7.243 6.594

60 DSR_TRUSTI 2.925 2.161 4.958 60 DSR_TRUSTI 12.019 8.843 9.482
DSR_TRUST2 2.743 2.082 1.422 DSR_TRUST2 11.362 8.556 9.212
DSR 1.090 5.931 3.911 DSR 8.317 10.056 7.897

80 DSR_TRUST1 5.983 6.562 7.626 80 DSR_TRUST1 14,497 13.421 12.329
DSR_TRUST2 5.878 6.336 7418 DSR_TRUST2 14.019 13.114 12.098
DSR 8.306 8.784 10.001 DSR 16.015 16.237 16.104

100 DSR_TRUST1 9.122 11.395 12.695 100 DSR_TRUSTI 28.094 23.026 32.103
DSR_TRUST2 8.767 10.826 11.947 DSR_TRUST2 27.551 22.6888 31922

3.2. Network Analysis of the Hybrid MANET-DTN in Dis-
connected Environment. In these simulations, we analyse
the network performance analysis of three models DSR,
DSR_TRUST1, and DSR_TRUST?2 from the routing perspec-
tive. The main idea is to study how the implementation of
algorithms can affect the routing mechanisms and also how
the implementation of the designed mechanisms can affect
the total network performance. This simulation is focused
on the situation when the communication paths will be
disconnected during transmission of the data. In this case,
the routing paths will be broken and trust algorithm will be
activated in order to find the relay node. This selected trusted
relay node then will transport messages until the connection
to another node is established.

During simulation, the average amount of routing traffic
sent, an average amount of routing traffic received, total traffic
load, an average number of route request (RREQ) packets, an
average number of route reply (RREP) packets, an average
number of retransmissions, and an average time for path
discovery are analysed. Parameters give us an analysis of how
the implementation of the proposed algorithms will afiect the
routing processes for different speed and the number of the
mobile nodes.

Tables 2 and 3 show how the average routing data sent
and received is impacted by the disconnection of the commu-
nication paths. In the case of disconnected communication
paths, the results increase with higher speed and number
of the mobile nodes. Model DSR.TRUST! has generally the
highest average routing traffic sent and received as compared
to DSR. We obtained better results for model DSR_TRUST2
due to the existence of an enhanced trust algorithm, which is
implemented directly in the mobile nodes. The routing data
are resent only if the mobile node is trusted. Enhancement
also enables using the contact history, which gives better

TanLE 4: Values of the total traffic load [kbit/s] for different number
and speed of nodes.

Number Model Speed of nodes
of nodes 2m/s 4m/s 6m/s
N NSR 4571 4164 4496
2 DSR_TRUSTI1 2.841 3.509 3.656
DSR_TRUST2 1.300 2.851 3.296
DSR 9,983 13.964 11.057
40 DSRCTRUSTL 8.336 7976 12.133
DSR_TRUST2 5.739 6.663 9.583
- DSR 16752 20712 14713
60 DSR_TRUSTI1 15.540 18.323 14.474
DSR_TRUST2  10.546 15.410 13.569
- DSR 29121 31472 23.964
80 DSR_TRUSTI 21.255 25.244 23332
DSR_TRUS12 17.902 21202 22.045
DSR 44789  44.074  45.658
100 DSR_TRUST1 44224 40231  34.456
DSR_TRUST2 39164 37.457 40.127

possibilities of finding a trusted relay node for transportation
of the data in the situation when the communication paths
are disconnected.

Table 4 shows the network performance analysis of these
models in terms of the total traffic load for the situation that
communication paths are disconnected. In this situation, the
DSR routing protocol limited transport to only the routing
packets in order to find communication paths. As can be
viewed, the network performance of the DSR_TRUST2 is bet-
ter in all situations and for networks with the lower number



14

b
=
(=3

~
—
(=]

w
co
o

i

—
w
o

D e
o o

Average number of salvaged packets
Ao t’:;
S S

(=]

Nodes

-+ DSR
-» - DSR_TRUST1

—~&- DSR_TRUST2

(a)

Mobile Information Systems

Average number of salvaged packets
w
(=]

20 40 60 80 100
Nodes

-+~ DSR
=~ DSR_TRUSTI

-#- DSR_TRUST2

Average number of salvaged packets
e
(=3

—+— DSR
-~ DSR_TRUST1

~@&- DSR_TRUST2

Frure 13: Average number of salvaged packets for different speed of mobile nodes: (a) 2 m/s, (b) 4 m/s, and {c) 6 m/s.

of mobile nodes. The models (DSR_TRUSTI, DSR_TRUS3T2)
obtain better results in comparison with DSR, but these
models enable transportation routing and data packet via
a trusted relay node in the situation when communication
paths are disconnected or if there are no available mobile
nodes for communication. In this situation, the PROPHET
forwarding mechanism has been activated.

Tables 5 and 6 summarize the average number of RREQ
and RREP packets sent to the network while communication
paths are discovered and established. Results show that
model DSR_TRUST2 provides better results in all cases.
If the communication paths will be disconnected, model
DSR resends a lot of routing packets and in this way the
network will be loaded only by routing packets. On the
other side, model DSR_TRUST] enables selecting relay node
only based on the routing parameters (see Section 2.1) and
relay node selection will be impacted in a negative sense
by this situation. The proposed extension (DSR_TRUST?2)
eliminates this situation and it enables selecting trusted relay
node with respect to contact history. It also provides the
ability to decrease the number of routing packets sent to
the network. It means that DSR_TRUST2 enables decreasing
the number of sent RREQ packets on the network and also

TasrLe 5: Average number of route request (RREQ) packets [pack-
els/s] for diflerent number and speed of nodes in hybrid MANE]-
DTN,

N_umber Modsl Speed of nodes
of nodes 2m/s 4m/s 6m/s
DSR 324340 489390  675.30
20 DSR_TRUSTI  302.661 405692  456.610
DSR_TRUST2 167851 348543 368324
DSR 336771 542561  583.357
40 DSRCTRUST1 183331 390.809  402.985
DSR_TRUST2  173.856 348539  368.324
DSR 592317 734418 794139
60 DSRTRUSTI 542321 663294  683.647
DSR.TRUST2 502534 612300  633.614
B DSR 836.000 1236.567 1297153
80 DSRCTRUST  765.431  889.441  1000.823
DSR.TRUST2 675429 702324 921229
DSR 914.437 1174587  1232.418
100 DSRCTRUSTL  803.428 923538  1103.294
DSR.TRUST2 751780 837411  963.610
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F1ours 14: Comparison of the average number of retransmissions for different speed of mobile nodes: (a) 2 m/s, (b) 4 m/s, and (c) 6 m/s in

disconnected environment.

enables increasing the average number of RREP used for the
establishment of the communication paths. These results are
in a strong correlation with results from Section 3.1.

The average number of salvaged packets is discussed too.
Figure 13 shows how many packets are salvaged during the
sending of routing packets in disconnected environments.
The graphical result shows that implementation of models
DSR_TRUST1 and DSR_TRUST?2 to secure the selection of
relay node enables salvaging a lot of packets in comparison
with DSR model. It stems from the fact that the algorithms
allow selecting only trusted nodes for transmission of mes-
sages between the mobile environments. We can see, from
the results, that implementation of the DSR_TRUSTI and
DSR_TRUST?2 provides higher values of the salvage packets
in all situations. On the other side, if the speed of mobile
nodes is increased, the number of salvaged packets begins to
dramatically fall down for model DSR in comparison with
models DSR_TRUST1 and DSR_TRUST2. We can conclude
that the selection of the relay nodes gives the opportunities
to transport messages between mobile nodes and save more

packets from dropping. The proposed algorithms allow sav-
ing a lot of packets for networks with the lower number of
mobile nodes that are moving with lower speed across the
network.

Figure 14 gives information about how many retransmis-
sions are necessary to be resent from nodes to the network
while the communication path between nodes is established.
Results show that models DSR_TRUST! and DSR_TRUST2
decrease the number of retransmissions in comparison with
DSR in disconnected environments. The trust algorithm for a
relay node selection enables selection of the nodes that have
a higher possibility of establishing the trusted routing paths
between nodes in disconnected environments. We can also
see that using history of contact is a simple and useful tool,
implemented in DSR_TRUST?Z, such that it allows reducing
this value to the minimum.

Next studied parameter is the average time for path
discovery. The parameter gives information about time that
is required for the establishment of the communication
path between mobile nodes. Based on the results showed
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disconnected environment.

TasLe 6: Average number of route reply (RREP) packets [packets/s)
for different number and speed of nodes in hybrid MANET-D'IN.

Number Model Speed of nodes
of nodes 2m/s 4m/s 6m/s
DSR 10.741 11.978 21.251
20 DSR_TRUST1 23.214 24,650 32,331
DSR_TRUST2 31.524 31.433 43.424
DSR 10.641 10.561 10.437
40 DSR_TRUST1 13.4406 16.382 17.673
DSR_.TRUST2 14.331 17.321 20.218
DSR 13.654 12.651 12.117
G0 DSR_TRUST1 18.333 17.771 15.608
DSR_TRUST2 20.138 21.322 19.628
DSR 17.425 21.538 22.578
80 DSR_TRUST1 21.438 27.360 30.150
DSR_TRUST2 23.527 29.325 36.110
DSR 24.441 30129 34.537
100 DSR_TRUST1 28.253 37.647 40.231
DSR_TRUST2 33.451 44.318 46.312

in Figure15 we can conclude that model DSR_TRUST2
needs less time in comparison with model DSR_TRUSTI.
On the other side, model DSR requires more time to estab-
lish the communication paths. We can also see that those
implemented algorithms in DSR_TRUST1and DSR_TRUST2
models provide the possibility of finding a path if there are
disconnected ones and also the possibility of shortening the
time for path establishment if routing protocol DSR cannot
find communication paths.

4. Conclusion

Hybrid MANET-DTN is an evolution of mobile networks
that integrate MANET and DTN into one complex network.
Hybrid MANET-DTN enables transportation of the data
between different mobile terminals in the situation when
the communication paths are disconnected or never exist.
The communication does not rely on end-to-end connection,
but it is based on the store-carry-forward model integrated
from DTN. Hybrid MANET-DTN give new challenges for
a new application and services. The main idea of hybrid
MANET-DTN provides the ability to use the network not
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only for personal use but also for emerging applications and
services. The main problem of the hybrid MANET-DTN is
sceurity and relay node selection. In the paper, we introduce
two models for the secure selection of the relay nodes based
on the trust.

In the paper, the network performance analysis of the
proposed algorithms is presented. The goal of the analysis
demonstrates that those proposed algorithms to relay node
selection do not affect the network performance. The four
models DSR, DSR.TRUST], DSR_-TRUST2, and DTN have
been tested in OPNET modeler. Based on collecting results
we can conclude that trust algorithm for selection of the relay
node provides the useful tool to a selection of the optimal
trusted path in the case of disconnected environment and
also this algorithm allows enhancing the performance of
the hybrid MANET-DTN from the routing point of view.
We show that model DSR_TRUST2 gives better results in
comparison with model DSR_TRUST1. Selecting relay nodes
based on contact history also enables reducing the risk of the
using of the malicious mobile node.

The main problem of these algorithms is how to optimize
a selection of the relay node if there is more than one node
with the same values of the trust, For this reason, we will focus
on the design of the method of the relay node selection based
on game theory with respect to trust algorithm. The main
idea of this algorithm will combine routing properties of the
MANET and DTN in order to increase the performance of
the hybrid MANET-DTN and also provides the secure trans-
portation of the data across the disconnected environment.
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